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Machine-learning (‘ML’) models are powerful tools which can support personalised clinical 

judgments, as well as patients’ choices about their healthcare. Concern has been raised, how- 

ever, as to their ‘black box’ nature, in which calculations are so complex they are difficult to 

understand and independently verify. In considering the use of ML in healthcare, we divide the 

question of transparency into three different scenarios: 

1) Solely automated decisions. We suggest these will be unusual in healthcare, as Article 22(4) 

of the General Data Protection Regulation presents a high bar. However, if solely automatic 

decisions are made (e.g. for inpatient triage), data subjects will have a right to ‘meaningful 

information’ about the logic involved. 

2) Clinical decisions. These are decisions made ultimately by clinicians—such as diagnosis—

and the standard of transparency under the GDPR is lower due to this human mediation. 

3) Patient decisions. Decisions about treatment are ultimately taken by the patient or their 

representative, albeit in dialogue with clinicians. Here, the patient will require a person- 

alised level of medical information, depending on the severity of the risk, and how much 

they wish to know. 

In the final category of decisions made by patients, we suggest European healthcare law sets 

a more personalised standard of information requirement than the GDPR. Clinical informa- 

tion must be tailored to the individual patient according to their needs and priorities; there 

is no monolithic ‘explanation’ of risk under healthcare law. When giving advice based (even 

partly) on a ML model, clinicians must have a sufficient grasp of the medically-relevant factors 

involved in the model output to offer patients this personalised level of medical information. 

We use the UK, Ireland, Denmark, Norway and Sweden as examples of European health law 

jurisdictions which require this personalised transparency to support patients’ rights to make 

informed choices. This adds to the argument for post-hoc, rationale explanations of ML to sup- 

port healthcare decisions in all three scenarios. 
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. Introduction 

achine-learning (‘ML’) is a type of artificial intelligence (‘AI’) 
n which algorithms are trained to infer patterns from a large 
mount of data.1 It has recently emerged as a dominant form 

f AI.2 ML is associated with a lower level of ‘interpretability,’ 3 

eaning it is difficult for a human being to understand its 
orkings without a second model (i.e. another piece of soft- 
are) providing an explanation of what features in the data 

nfluenced its conclusions. This is referred to as a ’post-hoc’ 
xplanation. 

There has been some controversy as to whether such post- 
oc explanations are sufficient in high-stakes contexts,4 or if 
L can be built in a more ‘interpretable’ way for use in health- 

are.5 Nevertheless, in silico modelling, such as, ML is rapidly 
hanging healthcare. From imaging software to mortality pre- 
iction,6 ML models can process larger volumes of heteroge- 
eous information than the conscious human mind, and can 

n some cases yield more accurate classifications and predic- 
ions than skilled clinicians working alone. It has been sug- 
ested that deep-learning models in particular, with their ca- 
acity to process multiple parameters simultaneously, offer 
he opportunity to ‘personalise’ medicine to the individual pa- 
ient, taking into account their social and biological profile.7 

Academics and policy-makers alike have expressed opti- 
ism that ML can be used to support clinical decision-making 

o the broader benefit of healthcare systems 8 9 —these types 
f models fall within the category of software described as 
1 European Commission, White Paper on Artificial Intelligence - 
 European approach to excellence and trust (Brussels, 19 Febru- 
ry 2020), COM(2020) 65 final, available from: < https://ec. 
uropa.eu/info/sites/info/files/commission- white- paper- artificial- 
ntelligence-feb2020 _ en.pdf> 

2 Information Commissioner’s Office & The Alan Turing Insti- 
ute, ‘Explaining decisions made with artificial intelligence’, Part I 
What is AI?’ available from < https://ico.org.uk/for-organisations/ 
uide- to- data- protection/key- data- protection- themes/ 
xplaining- decisions- made- with- artificial- intelligence/ 
art- 1- the- basics- of- explaining- ai/definitions/ > accessed 24 
arch 2021. Hereafter referenced as ‘ICO and ATI.’ 
3 Ibid, at 5 
4 Cynthia Rudin, ‘Stop explaining black box machine learning 
odels for high stakes decisions and use interpretable models in- 

tead’ (2019) 1 Nature Machine Intelligence 206 
5 Richard Li,; Ashwin Shinde, An Liu et al, ‘Machine Learning–
ased Interpretation and Visualization of Nonlinear Interactions 

n Prostate Cancer Survival’ (2020) 4 JCO Clinical Cancer Informat- 
cs 637 

6 Annelaura B Nielsen et al, ‘Survival prediction in intensive- 
are units based on aggregation of long-term disease history and 

cute physiology: a retrospective study of the Danish National Pa- 
ient Registry and electronic patient records’ (2020) 1 Lancet Digital 
ealth 2 https://doi.org/10.1016/S2589- 7500(19)30024- X 

7 Georgios Z. Papadakis et al ‘Deep learning opens new horizons 
n personalized medicine’ (2019) 10 Biomedical Reports 4 

8 I. Glenn Cohen et al, ‘The legal and ethical concerns that arise 
rom using complex predictive analytics in health care’ (2014) 33 
ealth Aff. 1139 
9 European Commission, White Paper (note 1) 
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Clinical Decision Support Software.’ 10 At the same time, reser- 
ations have been expressed about the ‘black box’ opacity of 
uch models,11 as well as their potential for bias.12 The locus of 
uch of these discussions in a European context has been the 
eneral Data Protection Regulation (‘GDPR’) 13 and the extent 

o which it does, or does not, adequately regulate algorithmic 
ata processing. While this paper touches on this debate in 

onsidering the use of ML in healthcare, we will also expand 

he frame of reference by including healthcare law. 
The alleged ‘right to an explanation’ of automated deci- 

ions under the GDPR has been a hotly debated issue,14 15 with 

ome suggesting the focus on whether the GDPR’s information 

equirements amount to an ‘explanation’ distracts from the 
ubstance of the legislation.16 17 18 We therefore use the terms 
information’ and ‘transparency’ as these reflect the language 
f the GDPR, and of healthcare law. Where the word ‘explana- 
ion’ is used, it refers to a post-hoc method of using an addi-
ional model to explain ML to end-users; we do not suggest 
hese explanations are necessarily the type of information 

hich should be given to patients, as the number of clinically 
elevant features involved may become too complex to con- 
titute meaningful information for any individual who is not 
 computer scientist or a doctor. Instead, we focus on rights to 
nformation under the GDPR and healthcare law. The ‘mean- 
ngful information’ patients require may not be the kinds of 
xplanations devised by computer scientists,19 but rather a 
edical framing of their condition as constructed (collabora- 

ively with their input) by a clinician. 
10 Tamra Lysaght et al, ‘AI-Assisted Decision-making in Health- 
are: The Application of an Ethics Framework for Big Data in 

ealth and Research’ (2019) 11 Asian Bioethics Review 299 
11 Agata Ferretti et al, ‘Machine Learning in Medicine: Opening 
he New Data Protection Black Box’ (2018) 3 European Data Pro- 
ection Law 320, < https://edpl.lexxion.eu/data/article/13107/pdf/ 
dpl _ 2018 _ 03-011.pdf> 

12 Maja Brkan, ‘Do algorithms rule the world? Algorithmic 
ecision-making and data protection in the framework of the 
DPR and beyond’ (2019) 27 International Journal of Law and In- 

ormation 2 
13 Regulation 2016/679 of the European Parliament and of the 
ouncil of 27 April 2016 on the protection of natural persons with 

egard to the processing of personal data and on the free move- 
ent of such data, and repealing Directive 95/46/ (General Data 

rotection Regulation) [2016] OJ L119/1, which will be cited as ‘the 
DPR’ 

14 Bryce Goodman and Seth Flaxman, ‘European Union Regula- 
ions on Algorithmic Decision-Making and a “Right to Explana- 
ion”’ (2016) ICML Workshop on Human Interpretability in Ma- 
hine Learning, arXiv:1606.08813 (v3); (2017) 38 AI Magazine 50. 
15 Sandra Wachter, Brent Mittelstadt, and Luciano Floridi, ‘Why a 
ight to Explanation of Automated Decision-Making Does Not Ex- 

st in the General Data Protection Regulation’ (2017) 7 International 
ata Privacy Law 76. 

16 Andrew D Selbst & Julia Powles ‘Meaningful information and 

he right to explanation’ (2017) 7 International Data Privacy Law 4 
17 Lilian Edwards and Michael Veale, ‘Slave to the Algorithm? Why 
 ’Right to an Explanation’ Is Probably Not the Remedy You Are 
ooking For’ (2017) 16 Duke Law & Technology Review 18 

18 Margot E Kaminski, ‘The Right to Explanation, Explained’ (2019) 
4 Berkley Technology Law Journal 189. See also Brkan, note 12. 

19 Edwards and Veale, note 17 

https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-artificial-intelligence/part-1-the-basics-of-explaining-ai/definitions/
https://doi.org/10.1016/S2589-7500(19)30024-X
https://edpl.lexxion.eu/data/article/13107/pdf/edpl_2018_03-011.pdf
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24 Ibid, ‘Part 2 Explaining AI in practice’. 
25 Maja Brkan and Grégory Bonnet, ‘Legal and Technical Feasibil- 

ity of the GDPR’s Quest for Explanation of Algorithmic Decisions: 
of Black Boxes, White Boxes and Fata Morganas’ (2020) 11 Euro- 
Explanations of ML are thus a means of achieving trans-
parency, not transparency itself,20 and often require human
mediation to become contextually useful information. The de-
lineation between these terms, as used in this paper, can be
summarised as follows: 

Information Details an individual should receive by 
law. These may be the details which a 
data subject is entitled to know under 
data protection law, or which a patient 
should receive under healthcare law. 
This is sometimes referred to as 
‘meaningful information’ or ‘accessible 
information’ in the GDPR, and ‘material 
information’ in UK and Irish healthcare 
law. 

Explanation An account of how a model reaches (or 
‘reached’, in the case of post-hoc 
explanation) its output. For a model used 
to support decision-making in healthcare,
we suggest such explanations should be 
targeted towards the knowledge and 
priorities of a healthcare professional, 
who will need to translate the model’s 
recommendations into ‘information’ for 
patients. 

Transparency The ultimate goal of information and 
explanations alike; a principle supporting 
individuals in awareness of—and active 
involvement in– any interference with 
their fundamental rights.21 

There exists a broad range of explanation types, and tools
by which they can be generated in a post-hoc fashion (i.e. af-
ter a specific output has been reached by the model). The UK’s
Information Commissioner’s Office (‘ICO’) has, along with the
Alan Turing Institute, identified six types of explanation,22 as
well as provided a very comprehensive schedule of supple-
mentary explanation models which can be used to explain AI
(including ML).23 This schedule goes into the respective bene-
fits and limitations of these methods of explaining artificial
intelligence—a full review of which is beyond the scope of
this paper. However, we broadly concur with the ICO’s guid-
ance that some additional explanatory tool should be used to
shed light on how ML reached its output, even if this explana-
tion cannot convey the full inner workings of a more complex
model. We agree with the ICO that, in a medical context, an
accurate and reliable ‘rationale’ explanation will support the
20 Anastasiya Kiseleva, ‘AI as a Medical Device: Is It Enough to En- 
sure Performance Transparency and Accountability?’ (2020) 4 Eu- 
ropean Pharmaceutical Law Review 1 
21 See Kaminski (note 18): the nature of transparency required ul- 

timately depends on the nature of the right it is designed to sup- 
port. 
22 ICO & ATI (see note 2), ‘What goes into an explanation?’ avail- 

able from < https://ico.org.uk/for-organisations/guide-to-data- 
protection/key- data- protection- themes/explaining- decisions- 
made- with- artificial- intelligence/part- 1- the- basics- of- explaining- 
ai/what- goes- into- an- explanation/#explanation _ 3 > accessed 24 
March 2021 
23 Ibid, ‘Annexe 3: Supplementary models’, available from: 

< https://ico.org.uk/for-organisations/guide-to-data-protection/ 
key- data- protection- themes/explaining- decisions- made- with- 
artificial- intelligence/annexe- 3- supplementary- models/ > ac- 
cessed 24 March 2021 
evidence-based judgement of the professionals involved and
is a priority for patients to understand (at least to an extent)
why an ML model arrived at a particular recommendation rel-
evant to their healthcare.24 

We therefore advocate for rationale explanations of ML in
healthcare, without championing any particular explanatory
tool. Selection of the most appropriate supplementary model
is a highly technical and contextual decision, which is (again)
outside the scope of this paper. We instead consider the le-
gal standards of transparency which these explanations must
ultimately satisfy. For example, local explanation (in which
the main factors involved in a model’s output are identified)
and counterfactual explanation (in which the respective in-
fluence of each of these factors is evaluated) have been iden-
tified as both technically feasible forms of explanation, and as
having a high degree of correspondence with the GDPR’s re-
quirements.25 Some form of post-hoc explanation—which is
possible even for complex neural network models that pro-
cess large volumes of pixel-data within medical images 26 —is
necessary not only for GDPR compliant automated decisions
and profiling,27 but also under healthcare law, where patient
decisions are based at least partly on the recommendations of
an ML model. 

Patient decisions represent a particularly important case-
study. Such decisions, in which patients make choices impact-
ing their bodily integrity, engage fundamental rights which
supplement GDPR information rights. Outside the specific
context of health, Bart van der Sloot has argued generally that
the case law of the European Court of Human Rights (‘ECtHR’)
imposes a higher standard of regulation than the GDPR where
profiling is concerned, as it promotes ‘decisional privacy’ (es-
sentially, autonomy of choice).28 Similarly, Hildebrandt has
framed the ability to reflect on the profiles that are applied to
us as central to our freedom of action, and sees the GDPR as
potentially revolutionary in this regard.29 Mantelero has sug-
gested that data protection assessment should be augmented
pean Journal of Risk Regulation 1 
26 For example, the neural networks developed by the Moor- 

field Eye Hospital in the UK can provide eye care profes- 
sionals with information that explains their output in a clin- 
ically meaningful way (e.g. visuals of features of eye dis- 
ease identified in the image, and level of confidence in 

the conclusion). See < https://www.moorfields.nhs.uk/content/ 
breakthrough- ai- technology- improve-care-patients > accessed 3 
March 2021. 
27 As also argued by Amitojdeep Singh, Sourya Sengupta, and Va- 

sudevan Lakshminarayanan, ‘Explainable deep learning models in 

medical image analysis’ (2020) 6 Journal of Imaging 6 
28 Bart van der Sloot, ‘Decisional privacy 2.0: the procedural re- 

quirements implicit in Article 8 ECHR and its potential impact on 

profiling’ (2017) 7 International Data Privacy Law 3 
29 Mireille Hildebrandt, ‘The Dawn of a Critical Transparency 

Right for the Profiling Era’ in J. Bus et al (eds) ‘Digital Enlighten- 
ment Yearbook 2012’, available from: < doi:10.3233/978-1-61499- 
057-4-4141 > accessed 4 March 2021 

https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-artificial-intelligence/part-1-the-basics-of-explaining-ai/what-goes-into-an-explanation/#explanation_3
https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-artificial-intelligence/annexe-3-supplementary-models/
https://www.moorfields.nhs.uk/content/breakthrough-ai-technology-improve-care-patients
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y human rights considerations.30 We agree with these au- 
hors: engagement of human rights, and particularly Article 
 ECHR,31 brings deeper considerations of personal autonomy 
nd dignity, and not just the general ‘fairness’ of data process- 
ng under data protection law.32 We focus specifically on deci- 
ions in healthcare which are informed by ML predictions. As 
e will show, healthcare law bears some relationship with EC- 

HR jurisprudence, but is drawn from heterogeneous sources 
f law across Europe; these in turn have a complex intersec- 
ion with the GDPR when in silico predictive modelling is used 

n healthcare. 
In terms of the additional contribution of healthcare law,

e focus on common law jurisdictions such as the UK and 

reland, and civil law such as Denmark, Sweden and Norway.
lthough there are variations between these national levels of 

aw, we suggest that all these jurisdictions require information 

o be tailored to a patient’s preferences and circumstances,
nd that this amounts to an overarching requirement of ‘per- 
onalised transparency’ under European healthcare law. 

As a final caveat: the recently proposed EU Regulation on 

I 33 is not explored in this paper, as at the time of writing it
as very newly published and required further consideration.

t is worth noting, however, that its proposed text would desig- 
ate all AI which is (or forms part of) a medical device a ‘high 

isk’ AI system.34 As such, it must satisfy additional trans- 
arency requirements aimed at the ‘user’ (in this instance, the 
linician) and be designed to accommodate human interface 
nd oversight.35 Although further research into this new Regu- 
ation is needed, it appears to provide a compelling additional 
eason for clinical users of ML to be permitted a reasonable 
evel of insight into its outputs. 

Despite the variation of transparency standards in these 
eterogenous sources of law, the outcome is the same: 
ecision-makers need to know why, in medical terms, a partic- 
lar outcome is recommended by a model, so they can make 
 sufficiently informed decision for the purposes of data pro- 
ection and healthcare law. We therefore argue that post-hoc,
rationale’ model explanations (if not complete interpretabil- 
ty) are needed to support healthcare decision-making, even 

f such explanations do not provide a full picture of an ML’s 
nner workings. Transparency is not the same thing as cer- 
ainty, and too much information about ML is likely to ob- 
uscate rather than clarify, but patients still need the option 

f some rationale as to why a particular treatment is recom- 
ended for them to provide informed consent.36 
30 Alessandro Mantelero, ‘AI and Big Data: A blueprint for a hu- 
an rights, social and ethical impact assessment’ (2018) 34 Com- 

uter Law & Security Review 754 
31 European Convention on Human Rights, as arbitrated by the 
CtHR 

32 Edward S Dove, ‘The EU General Data Protection Regulation: 
mplications for International Scientific Research in the Digital 
ra’ (2019) 46 Journal of Law, Medicine & Ethics 4 

33 European Commission, ‘Proposal for a Regulation laying down 

armonised rules on artificial intelligence (Artificial Intelligence 
ct) and amending certain Union Legislative Acts Brussels, 
1.4.2021 COM (2021) 206 final 

34 Ibid, Article 6(1)(a) & Annex II 
35 Ibid, Articles 13 & 14 
36 Kiseleva, note 20 
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We will begin with consideration of healthcare decisions 
ade in sole reliance on ML, and the relevant GDPR informa- 

ion requirements. 

. Solely automated decisions: ‘meaningful 
nformation’ 

t would be, we suggest, unusual for a decision to be made 
n the course of healthcare solely on the basis of an ML out-
ut, with no human mediation. This is, in part, because of 
he limited exceptions the GDPR allows for the processing of 
ealth-related data under Article 22(2). However, where such 

ecisions are made without human input, data subjects would 

e entitled to meaningful information about the logic involved 

n the automated decision-making, so the ML could not be en- 
irely opaque. 

As an illustration, we will briefly consider an example of 
ealthcare automation proposed in a US context. I. Glenn 

ohen and colleagues expressed optimism in a 2014 paper 
hat predictive analytics could help make healthcare systems 
tronger and more dynamic. In particular, they hypothesise 
hat a predictive model could be used to advise doctors (or,
ater in the article, hospital administrators) as to which pa- 
ients should be admitted to the Intensive Care Unit, suggest- 
ng such a model could take into account: 

‘ the risk of all patients in a hospital, their individual therapeu- 
ic goals and preferences, hospital staffing (including staff members’ 
xperience and performance), resource constraints, and external con- 
itions such as whether other hospitals are diverting patients in the 
mergency department in the case of a disaster .’ 37 

The authors emphasise that such automated triage would 

ave to be subject to clinical (or, potentially, administrative) 
crutiny. However, if there were (again, hypothetically) in- 
tances where the automated triage was not overseen or over- 
uled by a hospital staff member, this would present difficul- 
ies under the GDPR. 

.1. GDPR & automated decision-making 

rticle 22(1) contains the GDPR’s most direct and specific reg- 
lation of automated processing, stating: 

‘ The data subject shall have the right not to be subject to a deci-
ion based solely on automated processing, including profiling, which 
roduces legal effects concerning him or her or similarly significantly 
ffects him or her.’ 

This means that, by default, no ‘significant’ decisions 
hould be made through automated processing, including by 
achine-learning models and other forms of algorithmic pro- 

essing. 
To apply the GDPR to this ICU admission example, there- 

ore, it seems uncontroversial that the decision whether to ad- 
it a patient to the ICU is one which would significantly affect 

hem. The Article 29 Working Party guidance on automated 

rocessing, for example, lists decisions that affect someone’s 
ccess to health services as producing significant effects,38 
37 Cohen et al, note 8 
38 Article 29 Working Party, ‘Guidelines on Automated individ- 
al decision-making and Profilingfor the purposes of Regulation 
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40 Explanatory Notes to the Data Protection Act 2018, para 
115, available from: < http://www.legislation.gov.uk/ukpga/2018/ 
12/pdfs/ukpgaen _ 20180012 _ en.pdf> 

41 Gianclaudio Malgieri, ‘Automated decision-making in the EU 

Member States: The right to explanation and other “suitable safe- 
guards” in the national legislations’ (2019) 35 Computer Law & Se- 
curity Review 5 
42 Datatilsynet, Vejledning om de registreredes rettigheder (July 

2019) 49; Justitsministeriets, Betænkning om Databeskyttelses- 
forordningen (2016/679) – og de retlige rammer for dansk lovgivn- 
ing Del I, bind 1 nr. 1565, 379-383. See also, Det Etiske Råd, Re- 
degørelse om sundhedswearables og big data (2019), p. 95-96. 
43 Ferretti et al, note 11 
44 Article 29 Working Party, ‘Guidelines on Consent under Regu- 

lation 2016/ 679’ WP 259 rev.1, as last revised 10 April 2018 
45 European Commission Directorate-General for Health and 

Food Safety, ‘Question and Answers on the interplaybetween the 
Clinical Trials Regulation and the General Data Protection Reg- 
and this (we suggest) should include assessments which could
determine the level of care a patient receives within a service.
In extremis, the decision could even engage a patient’s right
to life. 

Where admission decisions are made ‘solely’ on the ba-
sis of automated processing, Article 22 GDPR will be engaged.
This Article establishes a general right for individuals not
to be subject to significant decisions based solely on auto-
mated processing. Article 22(2) specifies some exceptions to
this right—where authorised by law, necessary for contract or
the explicit consent of the data subject has been obtained.
However, this is subject to a further qualification in Article
22(4): 

Decisions referred to in paragraph 2 shall not be based on special
categories of personal data referred to in Article 9(1), unless point
(a) or (g) of Article 9(2) applies and suitable measures to safeguard
the data subject’s rights and freedoms and legitimate interests are
in place. 

This is important in a medical context, as data relating to
health (and genetic data) are special categories of personal
data, and are covered by Article 9. They should therefore not
be used for solely automated decisions unless: 

a) The data subject’s explicit consent has been obtained (Ar-
ticle 9(a)), or 

b) The processing is necessary for reasons of substantial pub-
lic interest, on the basis of EU or Member State law which
is proportionate to the aim pursued (Article 9(g)). 

2.2. EU or member state law 

Article 9(g) appears to require a specific piece of legislation
to legitimate the automated decision-making. It could be in-
ferred that this is not likely to include general legislation for
the provision of healthcare. This is because Article 9(h) is the
condition on which special category data can be processed for
medical treatment or the management of healthcare services,
and it is not among the conditions included in Article 22(4).
Neither is the scientific research condition—Article 9(j). This
strongly suggests that healthcare and related research alone
are not sufficient for Article 9(g), and it would require special-
ist legislation, well-evaluated for proportionality, to legitimate
automated decision-making under this condition. 

Some EU jurisdictions have made provision for automated
decision-making in their national law.39 Even, then, however,
it is not always clear-cut. The UK, for example, has provided
a basis in s.14 Data Protection Act 2018, but the Explanatory
Notes to the Act for observe that: 

‘ Article 22(2)(b) of the GDPR does not require the law to expressly
provide that a decision can be made based solely on automated pro-
cessing before that decision can be taken on the basis of automated
processing. It is enough that automated processing is a reasonable
way of complying with a requirement, such as a regulatory obliga-
tion or licence condition. Such obligation may be provided in general
2016/679’ (WP251 rev.01, as revised and adopted on 6 February 
2018) 
39 Brkan, Note 12 
terms, such as a requirement to maintain fraud and financial crime
detection systems .’ 40 

This suggests some flexibility in the way Article 22(b) is re-
lied upon in the UK, but not all jurisdictions will necessarily
take this broad approach with reference to a vague principle
of ‘reasonable’ compliance. A diversity of approaches to auto-
mated decision-making have been taken across the EU.41 For
example, Denmark has not made provision for automated de-
cision making in its national Data Protection Act, but the Data
Protection Authority and preparatory works suggest that au-
tomated decision making (including in healthcare) could be
permitted, provided there is a legal basis and the individual
affected is afforded adequate guarantees, for example, can ap-
peal the decision to a body that does not make decisions based
on automated decision-making.42 It could, however, be diffi-
cult to prove the adequacy of this appeal as a safeguard if de-
cisions are being made in urgent situations such as ICU ad-
mission. 

2.3. Explicit consent 

Explicit consent may initially appear a more promising op-
tion. Ferretti and colleagues see ‘informed consent’ as the ob-
vious way of legitimating automatic decisions, although they
suggest that innovative consent models may be needed to
impart information about machine learning.43 The difficulty
with this, however, is that guidance subsequently issued has
emphasised the distinction between informed consent and
consent under the GDPR, and has suggested that consent may
not be an appropriate condition for processing in a clinical
context . 

The Article 29 Working Party,44 the European Commis-
sion,45 and the European Data Protection Supervisor,46 have
all emphasised the difference between informed consent and
consent as a basis for processing under the GDPR. While the
former is still essential for lawful medical treatment, the latter
might be difficult, as consent to processing cannot be ‘freely’
ulation’, page 7, available at: < https://ec.europa.eu/health/sites/ 
health/files/files/documents/qa _ clinicaltrials _ gdpr _ en.pdf> , 
46 European Data Protection Supervisor, ‘A Preliminary Opin- 

ion on data protection and scientific research’ (Brussels, 6 Jan- 
uary 2020), available at: < https://edps.europa.eu/sites/edp/files/ 
publication/20- 01- 06 _ opinion _ research _ en.pdf> 

http://www.legislation.gov.uk/ukpga/2018/12/pdfs/ukpgaen_20180012_en.pdf
https://ec.europa.eu/health/sites/health/files/files/documents/qa_clinicaltrials_gdpr_en.pdf
https://edps.europa.eu/sites/edp/files/publication/20-01-06_opinion_research_en.pdf
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iven if withholding it might cause detriment. For example,
 doctor cannot treat a patient without noting this in their 
ecords, and so refusing consent for the record could result 
n the denial of treatment. 

Even if it were possible, therefore, in the Cohen et al. exam- 
le for a patient to decline to have their data processed within 

he hospital’s triage modelling, it seems highly unlikely they 
ould do so without the risk of exclusion from (or at least a de- 
ay in entering) the ICU even when their in-patient data might 
arrant admission. 

In the (we suggest) unusual circumstances in which ex- 
licit consent to healthcare data processing is deemed an ap- 
ropriate GDPR condition, and the fear of detriment can be 
vercome, this will nonetheless require a high level of trans- 
arency about the nature and consequences of the process- 

ng to ensure such consent is informed and unambiguous.47 

lthough the scope of the ‘meaningful information’ required 

nder Articles 13–15 have been debated,48 49 it is worth consid- 
ring the higher level of information about the processing that 
ould have to be disclosed as part of an adequate solicitation 

f consent under Articles 6,7 and 9 GDPR. 
In summary, while it is not impossible that consent to the 

DPR standard could be obtained in a healthcare context, in 

ircumstances where e.g. admission to the ICU may be war- 
anted, the potential detriment of opting out of processing ap- 
ears too significant to justify any claim that the consent was 
reely given. If it were possible to overcome the detriment ob- 
ection, a high level of transparency would be required to sup- 
ort an unambiguous consent, in addition to the overarching 
ransparency requirements of Articles 5, 13–15 and 22. 

.4. Meaningful information 

n the exceptional cases where healthcare decisions are made 
utomatically,50 the data subject is entitled to ‘meaningful in- 
ormation about the logic involved,’ 51 provided in ‘accessible’ 
orm.52 Sufficiency and extent of ‘meaningful information’,
nd whether it amounts to an ‘explanation’ has been dis- 
ussed at length elsewhere.53 For the purposes of this paper,
owever, it is enough to note that post-hoc explanations such 

s counterfactuals or deconvolution have been advocated as 
dequate sources of meaningful information about a model’s 
ogic for the purposes of Article 22 GDPR.54 55 56 57 We therefore 
47 Article 29 Working Party, note 38 p.13 
48 Selbst and Powles, note 16 
49 Brkan, note 12 
50 Rather than, for example, the clinical criteria for inclusion in a 
creening programme, or for ICU admission being set at a policy/ 
ospital level, and merely implemented using an automated pro- 
ess. 
51 GDPR, Articles 13-15 
52 GDPR, Article 12 
53 Wachter et al note 15; Selbst & Powles note 16 
54 Sandra Wachter, Brent Mittelstadt, & Chris Russell, ’Counter- 
actual Explanations Without Opening the Black Box: Automated 

ecisions and the GDPR’ (2018) 31 Harvard Journal of Law & Tech- 
ology 2 

55 Ferretti et al, note 11 
56 Brkan and Bonnet, note 25 
57 Gianclaudio Malgieri and Giovanni Comandé, ‘Why a Right to 
egibility of Automated Decision-Making Exists in the General 
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uggest that models used for any solely automated decisions 
n healthcare should be supplemented with rationale, post- 
oc explanation; at least to the standard of highlighting the 

actors and considerations which were taken into account in 

he decision.58 Even for models used to process large volumes 
f image data to identify urgent cases, such explanations have 
een shown to be possible.59 

In the case of automated triage, which would convention- 
lly be decided upon manually but without necessarily in- 
orming patients of the criteria for prioritisation, this raises 
he intriguing question as to whether such ‘meaningful in- 
ormation’ about triage logic would make the process more 
ransparent. The counterpoint would be whether a patient ill 
nough to warrant admission to the ICU would really be in 

n adequate position to exercise their data protection rights 
nd challenge the automated decision by querying the logic 
f their triage. This casts doubt on the adequacy of trans- 
arency as a safeguard in such instances. This is, however,
ostly speculative and beyond the scope of this paper. Fur- 

hermore, Recital 71 GDPR (which has recently been recog- 
ised by a Dutch District Court as an important means of in- 

erpreting Article 22 60 ) also states that measures based on pro- 
ling should not concern a child. This is another reason why 
olely automated decisions may not be routinely appropriate 
n healthcare, as it could be difficult to ensure that no children 

ere affected by such measures. 
We therefore conclude this section by suggesting that 

urely automated decisions in healthcare should be the ex- 
eption to the rule under the GDPR. 

. Clinical decisions: GDPR & profiling 

or the reasons explored above, we suggest the majority of de- 
isions taken in healthcare should be mediated by human in- 
ervention. Where such decisions are made by clinical staff 
medical or otherwise) we refer to them as ‘clinical decisions.’ 
or clarity, we are referring only to decisions made in the con- 
ext of healthcare delivery (such as ICU admission, or medical 
iagnosis). Decisions made in the course of medical or scien- 
ific research are out of scope where they do not impact di- 
ectly upon patients. 

Article 22 GDPR only governs decisions made ‘solely’ on 

he basis of automated processing. This means that human- 
ediated decisions are still subject to transparency require- 
ents, but not the default prohibition of Article 22. This 
eans it is easier for healthcare decisions to be made with 

artial reliance on ML. 
Although Wachter et al. have suggested that the GDPR re- 

uires very little explanation of automated processing when 

ecisions are (even minimally) human-mediated,61 a num- 
ata Protection Regulation’ (2017) 7 International Data Privacy Law 

 

58 Brkan, note 12 
59 See notes 26-22 
60 C / 13/689705 / HA RK 20-258, Ola drivers v. Ola Cabs (transparency 
equests) , unofficial English translation available from < https:// 
kker.legal/2021/03/13/dutch- Court- rules- on- data- transparency- 
or-uber-and-ola-drivers/ > 

61 Note 15 

https://ekker.legal/2021/03/13/dutch-Court-rules-on-data-transparency-for-uber-and-ola-drivers/
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ber of authors have subsequently favoured a more robust in-
terpretation of the GDPR transparency obligations, which is
now supported by guidance of the Article 29 Working Party
(‘A29WP’) on automated decision-making and profiling.62 The
A29WP’s guidance is authoritative, coming as it does from rep-
resentatives of the data protection authorities across the EU,
and is thus likely to influence how courts and supervisory au-
thorities will interpret the GDPR transparency obligations. 

The A29WP soften the distinction between profiling and
automated decision-making, and make clear that both forms
of data processing are subject to the GDPR’s overarching trans-
parency obligations under Article 5. Profiling is defined in the
GDPR as: 

‘ any form of automated processing of personal data consisting of
the use of personal data to evaluate certain personal aspects relat-
ing to a natural person, in particular to analyse or predict aspects
concerning that natural person’s performance at work, economic sit-
uation, health , personal preferences, interests, reliability, behaviour,
location or movements’ (emphasis added).63 

The A29WP make it clear that human intervention does not
remove automated processing from the scope of profiling, as
long as ML is used to evaluate or predict aspects concerning a
person’s health: 

‘ In particular, where the processing involves profiling-based deci-
sion making (irrespective of whether it is caught by Article 22 pro-
visions ), then the fact that the processing is for the purposes of both
(a) profiling and (b) making a decision based on the profile generated,
must be made clear to the data subject.’ (emphasis added ) 64 

Even when doctors make the final clinical decision, there-
fore, predictive modelling in particular is likely to fall into the
GDPR definition of profiling and attract its enhanced trans-
parency requirements. This is highlighted by Recital 60 GDPR,
which sets out: 

‘ The controller should provide the data subject with any further
information necessary to ensure fair and transparent processing tak-
ing into account the specific circumstances and context in which the
personal data are processed. Furthermore, the data subject should be
informed of the existence of profiling and the consequences of such
profiling.’ 

Recital 60 informs the Article 5 Transparency principle
where profiling is concerned. It does fall short of the ‘meaning-
ful information’ about the logic involved which patients would
be guaranteed under Article 22 where solely automated deci-
sions are made. However, full explanation of ‘consequences’
may mean that data subjects (patients) should be told what
factors will affect their risk scores, which may in turn affect
the decisions which are made about their healthcare. 

This requires data controllers using ML for health-related
profiling to have a sufficient understanding of the clinical fac-
tors at work in a model’s predictions, so they can at least frame
its outputs in the context of a medical rationale, and in that
way provide meaningful insight into the ‘consequences’ of
62 Selbst and Powles, note 16; Brkan note12; Kaminski note 18; 
Malgieri and Comandé note 57. See also Bryan Casey, Ashkan 

Farhangi and Roland Vogl, ‘‘Rethinking Explainable Machines: The 
GDPR’s “Right to Explanation” Debate and the Rise of Algorithmic 
Audits in Enterprise’ (2019) 34 Berkeley Technology Law Journal 
143 
63 Article 29 Working Party, note 38 
64 Ibid 

 

profiling. Admittedly, this is not as high a standard as the re-
quirement to provide ‘meaningful information’ about the logic
of a model, but data subjects may need to know of any char-
acteristics picked up in their health data which could impact
on their healthcare, as this would form part of the ‘conse-
quences’ of the profiling. This aligns well with the informa-
tion doctors often wish to provide to their patients, allowing
them to better understand their situation and change those
risk factors which can be changed (e.g. smoking; alcohol con-
sumption etc.). 

In short, ‘clinical’ decisions made with the support of ML
require only a more basic level of GDPR transparency, but
Recital 60 does make it clear that patients should be aware
of the ‘consequences’ of the profiling. This means at least
being aware of its existence, and how it will impact upon
their healthcare (which, arguably, would mean how they will
be individually impacted, and what aspects of their medical
records will affect their profile). This implies some knowledge
of feature-relevance 65 (i.e. an exposition of which medical fac-
tor(s) were important to the model’s output) would be neces-
sary for this level of ‘consequence’ orientated transparency. 

For patients’ decisions, however, a higher level of trans-
parency is needed to support their right to make informed
choices. While this does not necessarily mean the ML model
itself needs to be more ‘explainable’ or interpretable, this
higher legal standard places greater weight on the importance
of clinicians understanding the most important clinical fea-
tures in a ML prediction, if they rely upon it when discussing
treatment with a patient. This is explored further in the next
section. 

4. Patient decisions: ‘material information’ & 

personalised transparency 

When a patient has to choose between treatment options,
clinicians must provide sufficient information to support this
individual, autonomous choice.66 This role relies on a trans-
parent, collaborative dialogue between the healthcare profes-
sional and the patient. While no current treatment guideline
or standard decision-tree aligns with every patient’s subjec-
tive thought process, models can be adapted to allow person-
alised weighting of varying outcomes or risk factors, and could
assist clinicians and patients in visualising priorities and
structuring decisions. The decision-making process varies ac-
cording to each particular patient’s concerns, goals and val-
ues, and the decision the patient makes will not necessarily
be motivated by clinical factors alone.67 

We shall first outline the concept of patients’ rights to in-
formation in European healthcare law, followed by the nature
of the clinical advisory duty to support patient choice, and the
information about risk this requires. While previous sections
have been generically pan-EU by focusing on the GDPR, here
65 Erik Štrumbelj and Igor Kononenko ‘Explaining prediction 

models and individual predictions with feature contributions’ 
(2014) 41 Knowledge and Information Systems 3 
66 Montgomery v Lanarkshire Health Board [2015] UKSC 11, [2015] 

A.C. 1430 in the UK—other sources of law considered later on in 

the section. 
67 Ibid, para 49 
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69 Convention for the Protection of Human Rights and Funda- 
mental Freedoms, Rome, 1950 Council of Europe European Treaty 
Series 5. 
70 Glass v UK (2004) EHRR 341; Tyslac v Poland (2007) 45 EHRR 42 
71 Explanatory Report – ETS 164 – Human Rights and Biomedicine 

Convention, para 35, 36. 
72 Note 66 
73 Louise V Austin, ‘ Hii Chii Kok v (1) Ooi Peng Jin London Lucien; (2) 
e narrow our focus to particular jurisdictions to permit con- 
ideration of the national detail. We use several European ju- 
isdictions as case studies in illustrating the interplay between 

atient rights and physician duties, and how this has evolved 

o a patient centred standard. We will then turn to the cur- 
ent state of the art in explainable machine learning models 
n healthcare. We compare this with the standard of informa- 
ion currently required in the jurisdictions examined. 

Although the sources and precise nature of healthcare law 

ary between civil and common law jurisdictions across Eu- 
ope, we focus on three civil law jurisdictions (Norway, Den- 

ark and Sweden) and two common law (the UK and Ireland) 
o illustrate the commonalities in the information which must 
e available to patients, and therefore the standard to which 

achine-learning models would be held when their predic- 
ions are intended to inform patients’ choice of treatment. 

.1. Patients’ rights to information 

uring the 1990s, two important statements on patients’ 
ights to information were adopted at a European intergovern- 

ental level, in light of a growing international consensus on 

atient autonomy. Firstly, the 1994 WHO Declaration on the 
romotion of Patient’s Rights outlines a detailed right to in- 
ormation. This includes information on medical facts about 
ne’s condition; about the proposed medical procedures, to- 
ether with the potential risks and benefits of each procedure; 
bout alternatives to the proposed procedures, including the 
ffect of non-treatment; and about the diagnosis, prognosis 
nd progress of treatment. Although non-binding, the decla- 
ation has been influential, as is apparent from the Danish 

ealth law (see below). 
A more limited right to information is recognised in the 

997 Council of Europe Convention on Human Rights and 

iomedicine (‘the Biomedicine Convention’), whereby prior to 
onsent, patients must be given “appropriate information” as 
o the purpose and nature of the intervention as well as on 

ts consequences and risks.68 While the Convention is legally 
inding, twelve Council of Europe Member States have still 
ot ratified, including the United Kingdom and Ireland. Still,

he Convention is an important source of obligations, which 

he European Court of Human Rights cites in its judgements,
ncluding Glass v. UK , discussed in the next section. Despite 
he divergences in healthcare law at a national level, through 

ouncil of Europe conventions, European jurisdictions share 
ommon threads in the information which must be offered to 
atients. 

.2. Common law rights 

n terms of the UK and Ireland, the information requirements 
re articulated as an ‘advisory’ duty of disclosure. This duty 
ill exist in some form in any jurisdiction governed by the Eu- 
68 Article 5, Convention for the Protection of Human Rights and 

ignity of the Human Being with regard to the Application of Biol- 
gy and Medicine: Convention on Human Rights and Biomedicine, 
viedo, 4.IV.1997 ETS 164. Hereafter cited as ‘the Biomedicine Con- 
ention.’ 

N
L

C
p

opean Convention on Human Rights 69 (‘ECHR’) as the impor- 
ance of patient decision-making has been emphasised by the 
uropean Court of Human Rights (ECtHR).70 Similarly, states 
hat have ratified the Biomedicine Convention are obligated 

o ensure that clinicians provide patients with “objective in- 
ormation” that is “sufficiently clear and suitably worded”.71 

or the purposes of the UK example, we will focus on the ar- 
iculation of the advisory duty by the UK Supreme Court in 

ontgomery v Lanarkshire Health Board ,72 as this judgment dis- 
illed the ECtHR case law on Article 8 ECHR into an obligation 

nder negligence law to provide adequate information to pa- 
ients about material risks of treatment. Some form of this 
uty should thus apply in any jurisdiction seeking to comply 
ith the ECtHR. Versions of the Montgomery duty of disclosure 
ave also been developed in a number of Commonwealth ju- 
isdictions,73 such as Singapore.74 This was preceded in Ire- 
and by the case of Geoghegan v Harris,75 however, which estab- 
ished a similar, patient-centred, duty of disclosure in elective 
urgery. 

The evolution of the distinct advisory duty of care has been 

radual, and has been particularly informed in Europe by the 
urisprudence on Article 8 of the ECHR. Originally and osten- 
ibly a right to respect for one’s private and family life, it has
volved a depth of nuance whereby a ‘private life’ is not just a
phere of domestic activity, but also captures a person’s phys- 
cal and psychological integrity, and the autonomy to control 
ntervention in this physical and emotional bodily space.76 In- 
uenced by developments in pan-European law, the duty to 
dvise patients on treatment options casts the clinician in a 
upportive and responsive role, with the patient (or their legal 
roxy in cases of incapacity) at the heart of decision-making. 

ox 1 . Glass v UK 

The judgment of the ECtHR in Glass v United King- 

dom 

77 illustrates the fundamental importance of pa- 

tient/representative control over life and death decisions. 

David Glass had severe disabilities, with his mother mak- 

ing decisions on his behalf. He became very unwell fol- 

lowing surgery and was ventilated in the intensive care 

unit. The prognosis was poor, and Ms Glass was informed 

her son was dying. Against her wishes, he was given di- 

amorphine, which appeared to cause deterioration in his 

condition. In the midst of a physical altercation with hos- 

pital staff, Ms Glass resuscitated her son. His condition 

improved and he was able to return home the same day. 

The ECtHR found that the administration of the morphine 
ational Cancer Centre : Modifying Montgomery’ (2019) 27 Medical 
aw Review 2 

74 Lysaght et al, note 10 
75 [2000] 3 IR 536 
76 Bart van der Sloot, ‘Where is the Harm in a Privacy Violation? 
alculating the Damages Afforded inPrivacy Cases by the Euro- 
ean Court of Human Rights’ (2017) 8 JIPITEC 322 
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against Ms Glass’ wishes, and without authorisation by a 

court, was a breach of Article 8 and a violation of the pa- 

tient’s physical integrity. 

It is clear based on Box1 , that, even where a model
might yield a gloomy prediction of mortality, potentially life-
shortening palliative care could not be administered without
the consent of the patient or their proxy (a relative or a court
where necessary). The more difficult question is what infor-
mation the patient/proxy will need about the predictions or
recommendations of the model. Lysaght and colleagues note
the advisory duty of care under Singaporean negligence law,
requiring the patient to be provided with material informa-
tion. However, they argue what the level of information about
an ML model would be considered ‘material’ is unclear.78 

Obermeyer and Emmanuel predict that better estimates of
survival: 

‘ could transform advance care planning for patients with serious
illnesses, who face many agonizing decisions that depend on duration
of survival .’ 79 

The judgment in Glass illustrates not only the importance
of better estimates chances of survival, but also of transpar-
ent estimates of survival. It was not enough for the clinicians
to estimate survival and alter the treatment plan accordingly;
the patient’s mother (or, in the face of her opposition, a court)
needed information about the basis for the prediction, the de-
gree of confidence, and the ensuing options for treatment. If a
clinician were relying on an automated prediction of mortal-
ity through an ML model, they would still need to provide this
same level of information to the patient, meaning they would
need to understand (at least from a medical, if not a statistical,
point of view) why the ML had made its prediction. 

To get a better idea of what this detail could look like, it
is worth turning to the UK Supreme Court’s decision in Mont-
gomery , described in Box 2 . 

Box 2 . Montgomery 

Like Glass v UK , the Montgomery case was brought by a 

mother—maternity being a key battleground in which the 

lines of patient autonomy have been drawn. 80 In this case, 

Ms Montgomery was pregnant, diabetic and of below aver- 

age height. As a diabetic, she was at risk of having a larger 

than average baby. Despite the concerns Ms Montgomery 

voiced about delivering a larger baby, her doctor chose not 

to advise her of the risk of shoulder dystocia, and the po- 

tential complications which could stem from it. 

In the event, the risk of shoulder dystocia did materi- 

alise, and the ensuing complications meant the claimant’s 

son developed cerebral palsy. The Court accepted that if in- 

formed of the risk Ms Montgomery would have elected to 

have a caesarean section and her child might have been 

born uninjured. Ms Montgomery should have been told 

about risks the reasonable patient in her position would 

deem material (or which a doctor should reasonably know 

was material to her, having spoken to her about the birth). 
78 Note 10 
79 Ziad Obermeyer, and Ezekiel J. Emanuel, ‘Predicting the Future 

— Big Data, Machine Learning, and Clinical Medicine’ (2016) 357 
New England Journal of Medicine 13 
As such, the advisory duty of care was solidified into UK 

law, reflecting the jurisprudence of the ECtHR. The test as 

articulated in para 87 of the judgment can be summarised 

as follows: 

The doctor is therefore under a duty to take reasonable 

care to ensure that the patient is aware of any material risks 

involved in any recommended treatment, and of any rea- 

sonable alternative or variant treatments. The test of ma- 

teriality is whether, in the circumstances of the particular 

case: 

• a reasonable person in the patient’s position would be 

likely to attach significance to the risk (i.e. the ‘objective 

test’), or 

• the doctor is or should reasonably be aware that the 

particular patient would be likely to attach significance 

to it (i.e. the ‘subjective’ strand of the test). 

For the purposes of this paper, it is the ‘subjective’ 

strand of the Montgomery test which is particularly impor- 

tant. It means that medical information cannot be generic, 

but must be tailored to patients, at least to the extent that 

the doctor should be reasonably aware of their particular 

concerns. 

Similarly, the Irish courts have recognised a clinical ‘duty
to warn’ in advance of elective surgery. In 2000, the Irish High
Court held that: 

the ’reasonable patient’ test, which requires full disclosure of all
material risks incident to proposed treatment, is the preferable test
to adopt, so that the patient, thus informed, rather than the doctor,
makes the real choice as to whether treatment is to be carried out.
It is the view of this Court that assessment of the duty of disclo-
sure on this basis is more logical than the professional standard test,
whereby the Court adopts the standard of the medical profession, yet
reserves the right to override the views of the medical experts as and
when it sees fit .81 

In this case, although the risk (of chronic neuropathic pain
from a dental procedure) was remote and experts testified that
they too would not have warned the patient, the Court held
that the physician was under an obligation to warn.82 It re-
stated the general principle that the patient has a right to
know and the physician has a duty to advise of all material
risks. Ultimately, it is for the court to decide what is mate-
rial, which should include consideration of (a) the severity of
the consequences and (b) statistical frequency of the risk.83 In
2007, the Irish Supreme Court confirmed that a ‘ patient centred
test is preferable ’(to a doctor-centred approach).84 

Thus, the amount of information provided has to be tai-
lored to the patient under UK and Irish law, although there are
basic, minimum standards of disclosure where ‘material risk’
is concerned. It therefore follows that, if an ML calculation is
relied upon in discussing treatment options, a doctor should
be capable of elaborating on the medical reasons behind the
prediction, so the patient can understand whether they are
static (e.g. height, genetic profile) or potentially dynamic (e.g.
age, BMI, timing of procedure). 
81 Geoghegan v. Harris [2000] IEHC 129; [2000] 3 IR 536 (21st June 
2000), para 165 
82 Ibid para 86 
83 Ibid para 98 
84 Fitzpatrick -v- White [2007] IESC 51 
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88 Vejledning om information og samtykke og om videregivelse af 
helbredsoplysninger mv. Sundhedsstyrelsens vejledning nr. 161 af 
16/9 1998, at 3.3. This approach is often followed by the Healthcare 
workers Disciplinary Board (see further, Mette Hartlev et al, Sund- 
The next subsection considers Denmark. Sweden and Nor- 
ay and reveals similar themes in their healthcare trans- 
arency requirements. 

.3. Civil law rights 

n civil law jurisdictions, physicians’ duties and patients’ 
ights have been similarly influenced by international devel- 
pments on patient autonomy, such as the Biomedicine Con- 
ention. In contrast, rights are primarily defined in legisla- 
ion and administrative regulations.85 These statutory rights 
o information have substantive overlap with the common law 

uty of disclosure. 
In the Nordic context, legislation – not case law - enshrines 

he patient’s right to information and participation in health- 
are. Compared to the common law context, legislation pro- 
ides greater detail as to the information to which patients 
re entitled. For example, the Danish health law resembles the 
HO Declaration, stating that: 
‘ Patients have a right to receive information on the state of their 

ealth and on treatment options, including on risks for complications 
nd side effects…

The information must be provided on an ongoing basis and pro- 
ide an understandable explanation of the disease, the examination 
nd the intended treatment. The information must be given in a con- 
iderate manner and be adapted to the patient’s individual require- 
ents, including age, maturity, and experience. 

The information shall include information on relevant prevention,
reatment and care options, including information on other, clinically 
ound treatment options, as well as information on the consequences 
f no treatment being initiated. The information must also include 
etails about potential consequences for treatment options, …. The 

nformation must be more comprehensive when the treatment entails 
n obvious risk of serious complications and side effects…’ 86 

This provision was introduced in 1998, whereby for the 
rst time legislation framed information as a right – as op- 
osed to a clinical duty.87 The purpose of the 1998 law was 
o strengthen the legal position of, and legal certainty for, pa- 
ients in light of international and national developments re- 
ated to self-determination, notably to bring Danish law in line 
ith the Biomedicine Convention, which was adopted in 1996 

nd the WHO Declaration on Patients’ Rights in Europe. 
The preparatory works of the legislation outline the two 

scales’: 

a) ’serious complications’ to ’trivial complications’; 
b) ’frequent complications’ to ’rare complications’. 

Four combinations are possible: 
1) severe + frequent; 
2) severe + rare; 
3) trivial + frequent; 
4) trivial / rare. 
85 Mette Hartlev, ‘Informed consent in the Nordic countries’ in 

nformed Consent and Health: A Global Analysis (Global Perspectives 
n Medical Law) Eds Thierry Vansweevelt, Nicola Glover-Thomas 

2020, Elgar) 
86 Sundhedsloven, LBK nr 903 af 26/08/2019 (hereafter the Danish 

ealth Act), § 16 
87 The legislation draws on a circular from the Ministry for Health 

rom 1992. 

h

s
s

s

d
b

Following the preparatory works, cases 1) and 2), must al- 
ays be thoroughly informed. Case 3) should often be in- 

ormed. In case 4) information is usually not required. Further- 
ore, the healthcare professional should take the particulars 

f the patient into account, for example, for an athlete, surgery 
oses risks that are not present for an office worker. How- 
ver, further complicating matters, guidance from the Board 

f Health differs from the above, finding that case 2 should 

ften be informed (but not necessarily always).88 The legisla- 
ion thereby does not specify when and which risks must be 
ransmitted, only that more comprehensive information is re- 
uired where there is an obvious risk of serious complications 
nd side effects. 

As an aside, it can be noted that a slightly different ap- 
roach is found in the Norwegian Patient Rights Act, which 

ecognises a right to information that is necessary to gain an 

nsight into the state of one’s health and treatment.89 The 
wedish law states that patients must be informed of signifi- 
ant risks of complications and side effects.90 All Nordic coun- 
ries recognise that information must be adapted to the pa- 
ient’s situation, such as age, maturity, experience and cultural 
nd language background.91 

Applying the facts of Montgomery yields a similar result un- 
er Danish law, highlighting the commonalities between the 
wo jurisdictions. The risk of shoulder dystocia in this case 
as calculated at 9–10% and the risk of severe injury was very 

mall, Danish law would require that the patient be informed 

f the risk of shoulder dystocia and would usually require the 
atient to be informed of the danger of injury to the baby. In
he particular case, given that the woman had expressed con- 
ern about the size of the foetus, it would be likely that this
isk should also be conveyed, given the focus on personalising 
nformation to the patient’s needs. 

The specificity of the right to information is illustrated in a 
ecision of the Danish Agency for Patient Complaints, where 

t criticised a hospital for inadequately informing a patient 
rior to induction. The patient was a first time mother, who 
as four weeks overdue (41 + 4). She was prescribed miso- 
rostol to induce childbirth. The complainant argued that she 
ad not been informed of the risks associated with this drug,
lthough the hospital disputed this. The Agency held that pa- 
ients should be informed of the specific side effects and com- 
lications associated with medication used to induce. It was 

nsufficient to simply state that serious side effects were pos- 
ible.92 

Nordic health law provides that patients have a right to 
nformation on treatment methods that could be considered 
ed og Jura (Jurist-og-.Økonomforbundets Forlag, 2017), p. 190) 
89 Patient and User Rights Act (Patient and User Rights Act) (con- 
olidated, 2018) §3.2. See further, Anne Kjersti Befring, Persontilpas- 
et medicin: Rettslige Perspektiver (2019, Gyldendal). 
90 Patient’s Act (2014:821), chapter 3.2 
91 Patient and User Rights Act (Patient and User Rights Act) (con- 
olidated, 2018) § 3.5 
92 Case nr. 14POB085 (24. November 2014) https://stpk.dk/ 
a/afgoerelser/afgoerelser- fra- styrelsen- for- patientklager/ 
ehandlingssager/2014/14pob085/ 

https://stpk.dk/da/afgoerelser/afgoerelser-fra-styrelsen-for-patientklager/behandlingssager/2014/14pob085/
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akin to the right to an explanation. Notably, the law does
not necessarily limit patients’ entitlements to information on
‘material risks’. Instead, patients are entitled to understand-
able information, inter alia, regarding treatment and, impor-
tantly, potential alternative treatments. Here again, health law
underlines that patients are entitled to understandable infor-
mation. 

From the above overview of the information requirements
within healthcare law, we can summarise the information
which should be provided to patients in different jurisdictions
as follows: 

Country Source of Law Information Required 
UK Common law 

duty of disclosure 
( Montgomery ), 
albeit broadly 
underpinned by 
Article 8 ECHR and 

Human Rights Act 
1998. 

• Material risks (per 
reasonable patient, or per 
individual patient if doctor 
reasonably should be aware 
that patient would regard 

the risk as material) 
• Treatment options 

Ireland Common law duty 
of disclosure 
( Geoghegan ). 

• Material risk (per reasonable 
patient) 

Denmark Statutory right, 
s.16 Health Act 
1998 

• Clinically sound treatment 
options 

• Understandable explanation 

of disease and treatment 
• Right to refuse information 

93 

• Consequences of no 
treatment 

• More information required if 
there is an obvious risk of 
serious complications 

Norway Statutory right, 
Patient Rights Act 

• Information necessary to 
gain an insight into health 

and treatment 
• Possible risks and side 

effects 
• Injuries or serious 

complications & right to 
apply for compensation 

Sweden Statutory right, 
Patient’s Act 2014 

• Patient’s state of health, 
• The methods available for 

examination, care and 

treatment, 
• The aids available for people 

with disabilities, 
• At what time he or she can 

expect to receive care, 
• The expected course of care 

and treatment, 
• Significant risks of 

complications and side 
effects, 

• Aftercare 
• Methods of preventing 

disease or injury. 
• The possibility of choosing 

treatment alternatives, 
• The possibility of obtaining a 

new medical assessment 
• The care guarantee, and 

• The possibility to obtain 

information from the 
Swedish Social Insurance 
Agency about care in 

another country within the 
European Economic Area 

While there are variations in the above informational re-
quirements, the following can be consolidated as a list of in-
93 Danish Health Act, §16(2). 
formation a patient decision-maker must be offered that cuts
across these jurisdictions: 

1) The treatment options reasonably available to them (in-
cluding the consequences of no treatment); 
The ‘material risks’ of treatment, according to what
most patients would deem material (or according to
that particular patient if the doctor should be aware
of their concerns from talking to them) including sig-
nificant complications and side-effects; 
More detail is required for a more serious or more
likely risk. 

The level of information offered to enable informed
decision-making should be calibrated based on factors intrin-
sic to the patient, and the information in which they express
an interest as part of a consultative dialogue and not fac-
tors intrinsic to the technology used by the clinician (such as
whether it constitutes automated processing.) 

4.4. Explaining ML models 

As suggested above, we agree with those who suggest that ad-
equate explanation of ML can be achieved through post-hoc
use of models which illustrate feature relevance. However, we
do not suggest that such ‘explanations’ should be given di-
rectly to patients, as the result may be too complex to sup-
port their decision making. Wachter and colleagues 94 suggest
a counter-factual style of explanation could be given to pa-
tients: 

2) 3) Person 1: If your 2-Hour serum insulin level was 154.3, you
would have a score of 0.51. 

Person 2: If your 2-Hour serum insulin level was 169.5, you
would have a score of 0.51. 

Person 3: If your Plasma glucose concentration was 158.3
and your 2-Hour serum insulin level was 160.5, you
would have a score of 0.51. 

This style of explanation does not lend itself to patient
communication in all cases, however. Having used the judge-
ment in Montgomery as a key UK benchmark for informed con-
sent, we have considered a ‘counterfactual’ style explanation
based on the facts of this case: 

Box 3 . The Maternity Counterfactual 

If an expectant mother has her risk of birth complications 

calculated by a model, the type of information taken into 

account could include the following: 

• Her height and stature 

• Her medical history, including the diagnosis of diabetes 

and any history of previous dystocia, anaesthesia and 

c-sections 

• The baby’s apparent size at ultrasound 

• The baby’s due date 

• The margin of error in calculating the baby’s birth- 

weight 

• The increasing risk of shoulder dystocia for each addi- 

tional 0.5 kg of birth-weight 
94 Note 54 
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97 T.T Arvind & Aisling McMahon, ‘Responsiveness and the Role of 
Rights in Medical Law: Lessons from Montgomery ’ (2020) 28 Medical 
Law Review 3 
98 Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin, ‘“Why 

should I trust you?” Explaining the predictions of any classi- 
fier’(2016) Proceedings of the ACM SIGKDD International Confer- 
ence on Knowledge Discovery and Data Mining., pp. 1135–1144. 
doi: 10.1145/2939672.2939778 
99 Kieron O’Hara, ‘Explainable AI and the philosophy and practice 

of explanation’ (2020) 39 Computer Law & Security Review 105474 
100 Ibid 

101 
• The separate percentage risks of shoulder dystocia 

leading to a significant negative outcomes such as 

post-partum haemorrhage, plexus injuries or perma- 

nent neurological disorders of varying severities, in- 

cluding cerebral palsy 

Some factors are static, while others are dynamic, e.g. 

if more than one ultrasound is performed, or the baby is 

delivered sooner or later than predicted. The margin of er- 

ror would be important if the patient wanted to consider 

the wor st-case lik ely scenario. The extent to which an ad- 

ditional 0.5 kg of birth-weight would affect the risk is also 

worth knowing, as a 10% margin of error could mean a sig- 

nificant increase in risk compared to the working estimate. 

Conversely, if a small amount of additional weight would 

not make a difference, the patient may feel less troubled by 

the margin of error. 

The proliferation of numbers and risk factors to be com- 

pared quickly becomes so extreme as to be unhelpful, 

even when clearly presented. For example, the above case, 

where the individual risk of each type of complication for 

multiple possible courses of action at multiple possible 

birth dates and weight, would provide many hundreds of 

thousands of risk assessments. As the UK ICO observe, 

counterfactuals can therefore have limitations that origi- 

nate in the variety of possible features that may be in- 

cluded in representing alternative outcomes. 95 This illus- 

trates why certain methods of explaining ML may work 

well in some contexts, but not others, and therefore why 

we have refrained from advocating any particular explana- 

tory tool in this paper. 

Bearing in mind that a patient should receive a minimum 

mount of information about material risks of different treat- 
ent options—with additional information only if desired—
e do not see that the style of explanation outlined in Box 
 necessarily lends itself to a tailored, collaborative discussion 

etween doctor and patient. While some patients may find 

his level of quantifiable detail assists their reasoning, many 
ay also prefer to focus on the core risk factors, and narrow 

own their options accordingly. 
For this reason, we advocate post-hoc, rationale explana- 

ions of ML, to assist clinicians in identifying why it has gen- 
rated an output for their particular patient—i.e. what were 
he key factors in its conclusion. This can be combined with 

heir own medical expertise, and independently verified in 

ight of their training and experience. They can then trans- 
ate this into appropriately personalised information given to 
 patient. This is why we have argued that ‘explanations’ of a 
odel’s outputs should be targeted at healthcare profession- 

ls, so they have sufficient clarity to translate the outcome into 

he personalised level of ‘information’ an individual patient 
equires. This level of information is ultimately open-ended 

nder healthcare law, and so it is the mediating professional 
ho must have sufficient comprehension of the model to de- 

iver the contextually necessary details to obtain informed 

onsent. While the explanation a clinician will require can be 
redicted and automated (e.g. visuals of the areas of a scan 

dentified as features of eye disease 96 ), this is not the case for 
atient information, which will vary according to the priorities 
96 See note 26 

b
t
<

nd values of that individual,97 and thus cannot be standard- 
sed. 

To make an informed choice, it will suffice for a patient to 
e informed of key risks, which in Montgomery were timing,
nd the attendant risks of birth weight and dystocia—e.g. ‘ if 
ou are induced at week X, your baby’s weight is likely to be Y, which
ill mean the risk of shoulder dystocia is Z .’ We do not suggest that
atients should, as a matter of course, be given multiple de- 
ailed counterfactuals. But one or two counterfactuals, at the 
evel of: ‘ if you go into labour at week A, instead of being induced
t week X, risk of dystocia might be as low as B .’ This level of de-
ail may be helpful for a patient to make an informed decision 

bout their care, but ultimately it is for the data controller to 
hoose the most suitable method of explaining ML to clini- 
ians (and, thus, indirectly to patients). 

Whatever supplementary model is selected, the informa- 
ion offered to a particular patient must be tailored to that 
atient’s priorities, concerns and interests; ‘explainability’ of 
odels should mean that a clinician has access to informa- 

ion about the factors which play a role in a clinical predic- 
ion or recommendation. This does not mean simplifying an 

L model to the extent that its utility and accuracy are sac- 
ificed; an additional model can instead be used to highlight 
he model’s feature weighting.98 

For this reason, we do not advocate that explanations of 
L operations should be routinely provided to patients as the 

information’ they require to make decisions. As O’Hara has 
rgued, such computed accounts do not amount to an ‘expla- 
ation’ in the social sense, which is not so much a text as a
rocess designed to bring about understanding in the recip- 
ent.99 While explainable ML may put clinicians in a clearer 
osition to have this dialogue, the information the patient re- 
eives will ultimately be co-produced via their questions, clar- 
fications and challenges in their attempts to achieve their de- 
ired level of understanding.100 Some have argued that model 
utputs do not need to be explained to patients at all, and it

s sufficient for patients to receive an automated list of priori- 
ised treatment options, with the clinician merely providing 
nformation as to the medical implication for each option.101 

e do not consider this to be enough, however: if a patient is
old that a particular option is recommended as a priority, the 
material information’ requirement would suggest they need 

ome sense as to why it has been prioritised. Without at least 
ome rationale explanation of the recommendation, the pa- 
ient will be in the dark as to why the ML recommends an
Juan Manuel Durán & Karin Rolanda Jongsma, ‘Who is afraid of 
lack box algorithms? On the epistemological and ethical basis of 
rust in medical AI’ (2021) Journal of Medical Ethics available from 

 doi: 10.1136/medethics-2020-106820 > 
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option for them, and this mystery interacts awkwardly with
the logic of an ‘informed’ decision. We therefore concur with
Kiseleva that rationale explanations are necessary to support
informed consent in medicine.102 

The patient (or their representative) has the ultimate au-
thority to decide their preferred choice of treatment, and this
decision is acknowledged to involve objectives and values
which go beyond a purely medical assessment.103 This sub-
jective thought process cannot be automated, even in ‘person-
alised’ medicine, but must be supported by information relat-
ing to material risks. The doctor’s role here is socially respon-
sive; they must help the patient relate the clinical information
to their personal values.104 If a model’s predictions form part
of this clinical information, the information should be offered
to the patient not just for data protection reasons, but because
it is their right under the ECHR to make their own informed
and autonomous decisions about their healthcare.105 While
we have borrowed the term ‘transparency’ from the GDPR,
patients’ rights under national healthcare law have evolved
from more fundamental (and indeed more intimate) consid-
erations of dignity and self-determination, rather than the fair
use of information within a common data market. This means
associated rights to information are inevitably more person-
focused. 

Under the assorted sources of European healthcare law, it is
the patient who must ‘personalise’ their healthcare in collabo-
ration with their clinical team and those with whom they have
close, caring relationships. This network of caring relation-
ships, at the centre of which is the relationally autonomous
patient, is what ultimately ‘personalises’ healthcare, not an
automated model.106 The ‘autonomy’ the patient exercises is
thus of a more ‘relational’ form, which prioritises collaborative
discussion, joint responsibility, and mutually inter-dependent
decision-making.107 Medical information provided in advice
should therefore be capable of adaption to support this col-
laborative communication. Explainable ML can help clinicians
provide personalised information, but no computed ‘explana-
tion’ of a model’s workings could be provided as a substitute. 

5. Conclusion 

We have, in this article, explored the use of ML models to sup-
port three broad categories of decision in healthcare: 

1) System-wide, fully automated decisions ( e.g. resource al-
location & patient triage): these solely automated decisions
will unambiguously be subject to the GDPR requirement to
provide data subjects with ‘meaningful information’ about
02 Note 20 
03 Montgomery (note 66) para 45 
04 T.T Arvind & Aisling McMahon, note 97 
05 This has also been termed ‘decisional privacy,’ see Bart van de 

Sloot note 28 
06 Jonathan Herring, ‘Law and the Relational Self’ in Law and the 

Relational Self (Cambridge, CUP 2019) 
07 Jennifer K Walter and Lainie Friedman Ross, ‘Relational Auton- 

omy: Moving Beyond the Limits of Isolated Individualism’ (2014) 
133 Paediatrics S16 
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the logic involved in the processing, as well as its signifi-
cance and envisaged consequences (Articles 13, 15 and 22).
If a more complex form of ML is used—such as a neural
network—this should at least be subject to post-hoc ex-
planation so that ‘meaningful information’ is available for
data subjects. 

2) Clinical Decisions: decisions taken by healthcare
professionals—with only partial reliance on ML and
not requiring the informed consent of the patient (e.g. a
diagnosis) represent a relative lacuna. The information
required for these types of decisions under the GDPR
falls short of the ‘meaningful information about the logic
involved,’ although the A29WP guidance suggests patients
should still be made aware of profiling & its consequences
in these cases. We still suggest that models should be
at least explainable to clinicians in these circumstances,
however, for the following reasons: 
a Some comprehension of the ML output assists the clin-

ician in their general duty to provide reasonable, non-
negligent care in making the decision in partial reliance
upon it; 

b Comprehension of the consequences of profiling may
still require some meaningful information to patients,
even under the lower GDPR standard; 

c The boundary between clinical and patient decisions
is not airtight: patients may query a diagnosis—and
its level of confidence—in making choices about their
treatment. 

For these reasons, we do not support a lower standard of
ML explanations in clinician-mediated decisions, even
if the GDPR’s requirements may be less strict in this re-
gard. 

1) Patient decisions: where the informed consent of a patient
(or their representative) is required, and medical advice is
even partly based on an ML output, there is a more per-
sonalised standard of material information required across
various national healthcare laws. The requirement to pro-
vide context-specific, tailored information to patients in
support of their decisional autonomy is an additional rea-
son why healthcare users of ML should have access to ex-
planations, to support them in their advisory obligations. 

In all three cases, rationale explanations of ML models
should be available to healthcare professionals, so that pa-
tients can be given the information to which they are entitled
under these different standards of transparency. 

It has already been argued that the GDPR’s transparency
obligations should be expanded across all medical machine-
learning models for ethical reasons, regardless of whether Ar-
ticle 22 applies or not (i.e. whether the decision is ‘solely’ au-
tomated).108 The duty of disclosure is another compelling rea-
son for patients to have access to enough information about
how ‘material risks’ are calculated. We argue that patients’ ex-
isting rights to adequate information under health law in fact
includes the right to adequate information, regardless of the
type of medical science involved in creating the information. 
08 Ferretti et al, Note 11 
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As an aside, it is worth noting that the advisory duty dis- 
ussed in this paper does not apply only in a healthcare con- 
ext. Following Montgomery in the UK, a duty to disclose mate- 
ial risk has also been found in the financial 109 and legal 110 

ectors. This additional source of transparency obligations 
ill therefore have implications for models used in other con- 

exts, and perhaps wherever a legally significant decision is 
ade by the data subject with the assistance of a model. 
We have suggested that only a minority of significant de- 

isions in healthcare will be made on a solely automated ba- 
is. While some GDPR transparency requirements will still ap- 
ly when clinicians oversee or make decisions based on au- 
omated profiling, this is potentially to the lower standard of 
eneral transparency under Article 5 GDPR. Patients should 

till be made aware of any profiling, and its consequences, fol- 
owing the general transparency requirements as interpreted 

ia Recitals 60 and 71 GDPR, even when decisions are not fully 
utomated. 

When patients must make treatment decisions for them- 
elves, however, the additional support of the ECHR and the 
CtHR case law creates a distinct kind of disclosure obligation.
he ability of adults with capacity to make healthcare deci- 
ions to be offered enough information to make an informed 

hoice is a key cornerstone in healthcare law. Even where a de- 
ision is made on behalf of a child or an adult lacking capacity,
he same level of information will be required for their proxy.
he judgment in Glass v UK suggests that the principle of deci- 
ional autonomy could also apply to treatment based on sur- 
ival prediction, meaning that palliative care should only be 
btained on the basis of sufficiently transparent information 

o be capable of discussion between clinicians and patients. 
We therefore recommend post-hoc, rationale 

xplanations—aimed at healthcare professionals, rather than 

irectly at patients— as aligning with minimum standards 
f accuracy and transparency for ML models. While human 

nterpretable models may be preferable when the standard of 
rediction and recommendations they can give are of suffi- 
09 O’Hare v Coutts & Co [2016] EWHC 2224 (QB)) 
10 Baird v Hastings (t/a Hastings and Co Solicitors) [2015] NICA 22, 
2015] 5 WLUK 107 
ient accuracy, in the cases where accurate predictions can 

e obtained only through opaque (non-human-interpretable) 
odels because of the complexity of relevant input data,

hese should fulfil minimum criteria of transparency through 

ost-hoc, rationale explanation, empowering clinicians in as 
ar as possible to give tailored information to patients. 
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